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ABSTRACT
We present a visualization system for an algo-
rithm which learns hierarchies of concepts by
crowdsourcing answers to binary questions about
the relationships between objects. A hierar-
chy is represented as a tree, where a node is
considered a subtype of its ancestors. The al-
gorithm learns a distribution over all possible
hierarchies, but only returns the maximum a
posteriori (MAP) hierarchy, which may not be
representative of the entire distribution. Previ-
ous visualizations also do a poor job of showing
how relationships change in response to crowd-
sourced answers. Our tool tackles the first is-
sue by prominently encoding the uncertainty of
the edges in the tree and by allowing to user
to hover over a node to see other possible par-
ent nodes, a process we call “edge highlighting”.
The second issue is addressed with an interac-
tive session that walks the user through the pro-
cess of the algorithm, highlighting the changes
between relationships that occur after a ques-
tion has been answered.

1. INTRODUCTION
Hierarchies of concepts have applications in many
fields of computer science, from recommenda-
tion systems to natural language processing [2][7].
However, building trees to represent these hier-
archies requires substantial human input, which
can be a time consuming process. While fully
automated processes have been proposed, the
accuracy of built trees improves substantially
with even small amounts of human direction,
leading researchers to explore crowdsourcing so-

lutions.

Using services like Amazon’s Mechanical Turk,
non-experts can provide input that aids the build-
ing of trees with automated algorithms. We
consider one such approach which models the
probability distributions of hierarchies based on
responses from Mechanical Turk, providing an
estimate of the most likely hierarchical tree for
a given domain of concepts [9]. In particular
this algorithm only requires binary responses
to whether one concept is among any descen-
dants of another concept, rather asking ques-
tions about explicit parent->child relation-
ships. During training, the algorithm maintains
a posterior distribution over hierarchies, as well
as the probability of individual parent->child
edges.

While this is an effective algorithm, the accu-
racy of the estimated trees depends on the num-
ber of iterations of questions asked. Further-
more, noise or conflicting information in the re-
sponses of non-expert Mechanical Turk workers
can manifest itself in trees that are un-intuitive
or contain errors according to experts. This is
most evident when visualizing the most likely
trees produced by the algorithm, with one ex-
ample shown in Figure 1. The above exam-
ple shows a tree hierarchy of body parts built
with crowd-sourced data. Most of the relation-
ships are accurate, but there are several con-
cepts which are incorrectly assigned, like ”ring
finger” as a direct descendant of ”upper body”
but not of ”hand.” The above visualization con-



Figure 1: Visualization of a tree hierar-
chy of body parts made using the algo-
rithm in [9]. The diagram shows a hi-
erarchy of connected body parts, but on
inspection has several error nodes such as
”ring finger.”

veys no information about the model’s confi-
dence in the incorrect nodes, or which questions
might be asked to improve the most likely tree.
Thus an expert reviewing the tree by this visu-
alization lacks information that’s present in the
underlying algorithm.

We approach the challenges of visualizing the
trees produced by this algorithm, and captur-
ing the inherent probabilistic uncertainty of the
method. Such a visualization would help ex-
perts evaluate the performance of the algorithm
any a particular iteration, and could potentially
provide helpful information for crowd-sourcing
workers to provide better responses.

2. RELATED WORK
There has been extensive work on visualizing
network hierarchies in the literature. Early work
focused on which types of visualization are best
suited for different types of networks. [4], [10],
and [6] survey a variety of tree visualizations in
practice, including how various visual encod-
ings can influence the effectiveness of the tree.
[3] proposes more readable tree maps, adding
more compact rectangles and frames to empha-
size existing hierarchy.

Particularly relevant to us are research on dy-
namic visualizations of trees and methods of
visualizing uncertainty. [5] considers methods
for displaying changes in trees, particularly for
nodes which have uncertainty relationships with
other potential parents. [1] explores dynamic
network visualizations and animations, termed
network movies. It makes the distinction be-
tween static flip books, where nodes remain in
place while edges move, and movies, where nodes
move as a function of changes in relations. [8]
examines how structural uncertainty can be con-
veyed in tree diagrams, which is one of the most
relevant papers to our works visualization of
probabilistic edge visualization.

3. METHODS & RESULTS
We addressed the issue of uncertainty in two
major ways, one static and one dynamic (Fig-
ures 2A-B). For the static visualization, we
encode the probability of the direct parent-

>child relationship in the color, thickness, and
opacity of the edge between parent and child.
Edges with lower probability appear redder, thin-
ner, and more transparent, in order to give the
appearance that they are “unstable”. We chose
to triply encode the edge strength to emphasize
the “instability” of weaker edges, as we person-
ally found that any single encoding did not give
the desired effect.

For the dynamic visualization, we use a method
that we denote “edge highlighting”. When the
user hovers over a node all current edges disap-
pear, and new edges appear showing all parent-
>child edges above a given threshold, where
the node acts as the child. Edges shown dur-
ing edge highlighting are encoded with the same
attributes as the static visualization, and the
parent nodes are also shaded according to the
edge probability. This allows the user to quickly
see which other parent nodes are reasonable,
and how they compare to the relationship in
the current hierarchy.

We also built an interactive application which
allows users to see how the algorithm progresses
as they answer the same questions that would



Figure 2: Screenshots of Visualization
A) An example of a hierarchy visualized with our tool after training on crowdsourced answers.
Uncertain edges, such as knee->shin can be immediately detected. B) “Edge highlighting” demon-
stration, showing the other parent->child edges which are above the threshold. C) The interactive
session shows the user how their answer affected the hierarchy.



be given to crowdsourcers (Fig. 2C).1 The user
is presented with the current tree, visualized as
described above, with the parent and child

nodes highlighted. When the question is an-
swered, the tree transitions to the next itera-
tion smoothly, and then displays the tree be-
fore and after the question was answered. This
allows the user to track how their answer af-
fected the hierarchy, with a focus on the nodes
in question.

4. DISCUSSION
As we continue to turn to probabilistic mod-
els for data analysis, we must address the is-
sue of visualizing uncertainty effectively, since
the MAP solution may not represent the en-
tire distribution (or because approximate infer-
ence might return a suboptimal solution). Our
system was a first attempt at piercing through
the “fog of uncertainty” by allowing the user
to probe the MAP solution and see relation-
ships which would not be otherwise apparent.
Therefore we believe that both the edge encod-
ing and edge highlighting are important aspects
of the visualization. The edge encoding makes
it immediately apparent which relationships are
relatively uncertain, and therefore which nodes
are worth inspecting with the edge highlighting
tool.

This visualization system can play a role for
both the experienced user as well as the new
user. For the experienced user, this could serve
as a debugging tool for examining a crowdsourced
hierarchy and understanding where/why uncer-
tainty still exists. For example, in Fig 2 it is
clear that the edge from knee to shin is uncer-
tain. Probing further with edge highlighting,
we see that shin has a relatively weak connec-
tion to many nodes, and therefore more answers
are needed before the node can be placed with
certainty.
1Due to time constraints, our collaborator was unable to get
us an interactive executable of the algorithm. To sidestep
this issue, we use a previous run of the algorithm, and as-
sume that our user will give the same answer as the Mechan-
ical Turk user. This means that our application is not really
interactive, but this simplification suffices for a demonstra-
tion.

For the new user, this tool can be used to un-
derstand why the MAP hierarchy defies their
expectations. For example, during the early
stages of training the tree is relatively uncer-
tain, and many nodes move around in response
to a single question. Given just the MAP tree,
it might be unclear to the new user how a sin-
gle question can alter the tree so dramatically.
However, our visualization makes it apparent
that all of the connections are uncertain in the
beginning, so unexpected changes can be ex-
plained by the noisy approximate inference (and
ignored until the hierarchy has become more
certain). Furthermore, by highlighting the nodes
from the question in both the “before” and “af-
ter” images, it is more clear exactly how a single
question affects the relevant nodes.

5. FUTURE WORK
Our visualization system provides the user with
a tool to probe the uncertainty in the distri-
bution over possible hierarchies. However, this
was just a first attempt at such a system, and in
future work we would continue to add features
with this goal in mind. In particular, our tool
focuses on examining local relationships (i.e.
parent->child), but it would be interesting to
allow for a more global examination of the dis-
tribution. For example, given more access to
the algorithm internals, we could generate new
(approximate) MAP trees on the fly, or sam-
ple several trees based on their likelihoods. For
large hierarchies this might prove unreasonable,
which raises the question of how to effectively
explore uncertainty on a global and local level
simultaneously.

Another future direction would be to examine
how these visualizations can be used in con-
junction with the crowdsourcing algorithm to
improve the quality of the learned hierarchies.
Again, this could be addressed at both the level
of the experienced user or the crowdsourcer. An
experienced user could use this tool to track
the current progress of the algorithm, and po-
tentially correct mistakes online or tell the al-
gorithm which nodes should be focused on in



future questions. For the crowdsourcer, an in-
teractive tool could allow them to see how their
answers affect the current process, which could
increase engagement and improve the quality
of answers. Of course, it’s also possible that it
would only confuse the crowdsourcer, so a fu-
ture study would provide valuable information
for future iterations of the system.
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